
Abstract. Catalysis of proton abstraction from nonacidic
carbon atoms adjacent to a carbonyl or carboxylate group
is a fundamental reaction in enzymology that has been
extensively studied during the last few decades. Enzymes
catalyzing these reactions, which normally involve labile
enolic intermediates, need to overcome large pKa differ-
ences between the reacting groups as well as high intrinsic
free-energy barriers. Here, we present an overview of
results from recent computer simulation studies of keto-
enol isomerization reactions catalyzed by the enzymes
glyoxalase I, triosephopsphate isomerase and ketosteroid
isomerase. For all three enzymes it is found that electro-
static stabilization of the transient enolate intermediates,
either by charge–charge interactions or by hydrogen
bonding, accounts for the main part of the activation
free-energy barrier reduction. Another catalytic effect
observed in all cases is the reduction of the reorganization
energy by the enzyme active site. Some other factors that
have beenproposed tobe important for these reactions are
also discussed and evaluated.
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1 Introduction

The origin of the catalytic efficiency of enzymes that
catalyze proton abstraction from nonacidic carbon atoms
adjacent to a carbonyl/carboxylate group has been the
subject of considerable experimental and theoretical
research in recent years [1–12]. Such enzymes include,
for example, triosephosphate isomerase (TIM), enolases,
citrate synthase,mandelate racemase, glyoxalase I (GlxI),
rubisco and ketosteroid isomerase (KSI). The corre-

sponding uncatalyzed reactions in aqueous solution are
usually extremely slow, which can be understood from the
high-energy nature of the conjugate anionic intermediates
or transient species resulting from proton abstraction as
well as high intrinsic free-energy barriers. Acetone can be
considered as an illustration of the general energetic
problem faced by the catalystswhere a pKa of about 20 has
been measured for deprotonation of this compound
in solution [13]. While the substrates of the enzymes
mentioned previously in some cases have somewhat lower
pKas than acetone, the nonacidic nature of the carbon
atom from which proton abstraction occurs is a general
feature of these enzymic reactions. In view of the fact that
a number of structurally and evolutionary unrelated
enzymes have arrived at different catalyticmachineries for
dealing with these reactions, it is of fundamental interest
to understand the general catalytic principles that this
particular type of chemistry requires.

An early attempt to rationalize the rapid enzyme-cat-
alyzed proton abstraction rates in the keto-enol type of
isomerization reactions was made by Gerlt and Gassman
[2]. They argued that the proton abstraction by an active-
site general base catalyst (apparently required in all
enzymes of this category) should be concerted with pro-
tonation of the carbonyl/carboxylate group by a general
acid residue and that this type ofmechanismwould offer a
major catalytic advantage. This proposal was criticized by
Guthrie andKluger [3], who pointed out that the problem
is primarily a thermodynamic one, pertaining to the enol
aswell as the enolate, and that the former species need not,
in general, be much stabler than the conjugate anion.
These authors instead favored electrostatic stabilization
of the enolate as a mechanism for increasing the acidity of
the substrates, but hydrogen bonding alone was not
considered sufficient [3].

In a subsequent article, Gerlt and Gassman instead
invoked the concept of unusually strong hydrogen bonds
(with stabilization energies of 20 kcal mol)1 or greater,
as sometimes found in the gas phase) to the substrate
oxygen as the main source of catalysis [4]. In analogy
with strong gas-phase hydrogen bonds involving anionic
acceptors, these so-called low-barrier hydrogen bonds
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(LBHBs) were assumed to be characterized by essentially
a single-well potential for the proton or a double-well
potential with a barrier low enough for it to have a
significant covalent interaction with both the donor and
acceptor [4, 5]. A corollary of this hypothesis is that the
proton at room temperature would be localized to
neither of the heavy atoms, but rather would be shared
equally between them, and that the donor–acceptor dis-
tance would be very short. The existence of LBHBs in
enzymes has since been widely debated and the discussion
has revolved around interpretation of NMR spectra and
crystal structures as well as numerous theoretical calcu-
lations [14–19]. The differing opinions and results can
perhaps best be characterized in terms of whether an
enzyme active-site environment is viewed as being gas-
phase-like or not. If it is, there is no conceptual problem
with the spread out charge distribution of an LBHB and
a strong (unscreened) interaction, while in a polar envi-
ronment it is always the case that localized charges are
more stabilized than delocalized ones and dielectric
screening also attenuates the strength of the hydrogen
bond. In this respect, it is probably significant that gas-
phase quantum mechanical calculations (sometimes also
including a low-dielectric continuum) on small model
systems often find LBHBs [19], while they never seem to
be observed in quantum mechanics/molecular mechanics
calculations on enzymes in a solvent environment [9, 10,
14]. It is, however, a fact that mutation experiments have
never produced an effect due to removal of a hydrogen
bond of the magnitude originally proposed.

Regarding the enzymes that catalyze the keto-enol
type of isomerizations it is also of interest to note that, in
fact, all of them seem to achieve stabilization of the
transient or intermediate enolate-like species through
strong interactions either with hydrogen bond donors
or with active site cationic groups (metal ions, lysine
or arginine side chains). While the differences in the
substrate pKa values could perhaps explain some of the
differences in the choices of catalytic groups, it is still
noteworthy that some of these enzymes can achieve
efficient transition-state stabilization by hydrogen bonds
alone when others are crucially dependent on divalent
metal ions to accomplish the same task.

Here, we discuss recent empirical valence bond (EVB)
simulations of three different enzyme reactions of the
type just described, namely those catalyzed by GlxI,
KSI and TIM. We will further try to illustrate how the
simulation methodology used can provide quantitative
insight into the contributions of different potentially
important effects for the catalytic rate enhancement.

2 Computational methods

Our treatment of the enzymic proton-transfer reactions is based on
the EVB formulation where an elementary proton-transfer process
can be described in terms of two (impure) VB states,

w1 ¼ D�HA ;

w2 ¼ D�H� Aþ ;
ð1Þ

that also represent a possible mixing with a higher-energy reso-
nance form of the D) H+ A) type [20, 21]. The effective EVB
Hamiltonian involves the diagonal (diabatic) energies of the two

resonance structures and off-diagonal terms that describe the
resonance interactions between the states. The generalization to
multistep (or concerted) reactions, of course, requires more reso-
nance structures to be included, but is otherwise straightforward.
Each diagonal energy function is given by

Hii ¼ ei ¼ V ðiÞ
bond þ V ðiÞ

angle þ V ðiÞ
torsion

þ V ðiÞ
nb;rr þ V ðiÞ

nb;rs þ Vss þ aðiÞ ; ð2Þ

where the first three terms describe the intramolecular potential
energies of the reacting fragments (donor and acceptor molecules/
residues plus possibly extra groups of the enzyme, cofactors, etc.)
by Morse bond potentials, harmonic three-atom angle bending and
proper and improper torsional angle functions. The fourth term
denotes nonbonded van der Waals and electrostatic interactions
within and between the reacting fragments. The fifth and the sixth
terms describe the interactions between the reactants and the sur-
rounding environment and the potential energy of the surrounding
enzyme/water system, respectively, in terms of a standard force
field. The last term of the Hamiltonian represents the intrinsic
gas-phase energy of the given resonance structure with all
fragments at infinite separation, i.e. noninteracting.

Combination of the EVB representation of the reaction po-
tential surface with the molecular dynamics (MD) free-energy
perturbation (FEP) technique allows us to drive the system between
VB states i and j and sample system configurations along the way
[20, 21]. At each configuration, the ground-state energy is obtained
as the lowest eigenvalue of the secular equation. Besides the diag-
onal (diabatic) energies, the ground state also depends on the off-
diagonal matrix elements,Hij, representing the nonadiabatic mixing
of the VB states. These are typically described by an exponential
function of the type [20–23]

Hij rXYð Þ ¼ Aij exp �lij rXY � rzXY
� �h

�gij rXY � rzXY
� �2�

ð3Þ

or a simplified version thereof, where rXY denotes the distance be-
tween the donor and acceptor. These off-diagonal terms as well as
the gas-phase energy shifts, a(i), are often determined by fitting the
EVB potential surface to available data regarding the uncatalyzed
reaction in solution [20, 21, 23]. With such a procedure the solution
free-energy surface is thus calibrated to reproduce experimental
data and the parameters a(i) and Hij, although they in principle
pertain to the gas-phase surface, are not explicitly parameterized
for the gas-phase reaction. The advantage with this approach is
that possible errors in the solvation free energies (that relate the
gas-phase reaction to the energetics in solution) of the reaction
fragments can be taken care of by the calibration. This is useful
since an accurate gas-phase parameterization could easily be ‘‘de-
stroyed’’ by errors in the reactant and product solvation energies of
a few kilocalories per mole, thereby rendering the resulting solution
surface much less accurate. However, it is, of course, recommend-
able to examine the energetics of the thermodynamic cycle obtained
through this type of calibration procedure to ensure that it is
consistent. This was done, for example, in Ref. [24] for the carbonic
anhydrase reaction, where the accuracy of the gas-phase reaction
free energy was found to be within 1 kcal mol)1 of the experimental
value. The consistency of the EVB calibration is further discussed
in the simulations of TIM below.

The calculations of free-energy profiles follow the FEP proce-
dure described in Ref. [23]. For an elementary proton-transfer step,
the two VB states are ‘‘connected’’ via a set of intermediate map-
ping potentials em ¼ kmi ei þ kmj ej, where ei is given by Eq. (2)
and kmi þ kmj ¼ 1. The mapping vector ~kkm ¼

�
kmi ; k

m
j

�
, defining a

linear combination between the two potentials, changes between
the values (1, 0) of reactants and (0, 1) of products. The reason for
representing ~kkm as a vector is that, in general, more than two
states may be involved in defining the FEP path [25]. The free
energy associated with changing ei to ej in n discrete steps is
obtained as
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DG ~kkn
� �

¼ DG ~kk0 ! ~kkn
� �

¼ �b�1
Xn�1
m¼0

ln exp �b emþ1 � emð Þ½ 	h im ; ð4Þ

where b ¼ 1/kT and the average him is evaluated on the mapping
potential surface em. The free-energy profile DG(X) corresponding
to trajectories moving on the actual ground-state potential, Eg(X),
is calculated from the umbrella sampling expression:

DG Xð Þ ¼ DG ~kkm
� �

� b�1 ln d X � X 0ð Þ exp �b Eg Xð Þ � em Xð Þ
� 	
 �� 

m ; ð5Þ

where the reaction coordinate, X ¼ De ¼ ei)ej, is the energy gap
between the two diabatic surfaces [20, 21, 23].

In someof the calculations discussedbelow the effects of quantum
mechanical nuclear motion are explicitly evaluated through the
centroid path integral technique [26, 27]. Each quantized particle is
then represented by a closed ring (or necklace) of quasiparticles
(beads), which are sequentially connected by harmonic springs and
each experiences a fraction of the external potential acting on the real
particle. The effective quantum mechanical potential of such a
quantized particle is given by

Vq ¼
mP
2

kTð Þ2

h2
XP
j¼1

xjþ1 � xj
� �2 þ 1

P

XP
j¼1

Vcl xj
� �

; ð6Þ

where P is the number of quasiparticles (with coordinates xj) in the
necklace, m is the mass of the real atom and Vcl is the classical
potential on the quasiparticle. For the interaction between quan-
tized atoms, quasiparticle j in one necklace interacts only with the
corresponding jth bead in the other. Here, we utilize the fact that
the motion of the center of mass (or centroid, denoted by �xx) of each
quantized particle can be rigorously separated from the fluctuations
of the beads around the centroid [27]. We then use a Monte Carlo
(MC) procedure to generate configurations of the latter motions
together with classical MD simulations of the full system including
the centroids [28]. The umbrella sampling formula now becomes

DG Xð Þ¼DG ~kkm
� �

�b�1 ln d X�X 0ð Þ exp �b
P

X
j

Eg xj
� �

�em �xxð Þ
� 	( )* +

fp

* +
m

;

ð7Þ

where the sum runs over all quasiparticles in each necklace and the
average hifp is taken over the free particle necklace distributions. In
the calculations reported for GlxI below, the path-integral treat-
ment was employed with limited sets of quantized particles that
included atoms up to 1–3 neighbors (forming bond angles) with the
transferred proton, in any of the two VB states.

MC configurations were generated for each isotope (using 20 and
64beads for eachquantized atom), starting froma configurationwith
all beads on topof each other, and first equilibrated for 4Msteps. The
maximum step sizes for the beads (in the x, y and z directions) ranged
from 0.02 Å for 16O to 0.1 Å for 1H, yielding an acceptance ratio
of 40–50%. For each classical MD step (Dt ¼ 1 fs) five new MC
configurations were then used for energy-averaging (trajectories with

one and ten MC steps per MD step were also calculated [28]). With
5,000 MD steps for each FEP point and energy sampling every five
steps, this yields a total of 5,000 necklace configurations usedperFEP
point. This procedure was found to give good convergence 28]. It can
thus be noted here that a relatively small number of necklace con-
figurations appears sufficient for sampling the free particle distribu-
tions, which is reasonable since the number of beads is not very large
and their mutual interaction is simple.

One of the main advantages of the EVB method is that the gas-
phase free-energy difference, Daij ¼ aðjÞ � aðiÞ, between two VB
states, Wi and Wj, and the off-diagonal element, Hij, describing the
resonance interaction between these states, can be determined by
calibrating the calculated free-energy profile of an appropriate
reference reaction in solution against experimentally derived reac-
tion free energies and activation barriers. In this way, the reaction
energetics of the enzyme-catalyzed reaction can be compared
directly to its nonenzymatic counterpart in aqueous solution. The
EVB calibration procedure for the different enzyme reactions is
described elsewhere [8, 11]. MD calculations were carried out using
the Gromos87 force field as implemented in the program Q [29] and
supplemented with AM1 (Mulliken) charges for ‘‘nonstandard’’
chemical moieties. Further details regarding simulation procedures
are given in Refs. [8, 11, 23, 28].

3 Simulations of different enzymes

In discussing simulations of enzyme-catalyzed keto-enol
isomerization reactions we will start by considering
GlxI, which is an example of a divalent metal dependent
enzyme, where the metal cation plays a major role in
catalysis. We will then turn to TIM, which does not
contain any metal, but has one positively charged lysine
residue interacting with the substrate. Finally, we will
discuss simulations of KSI, in which case no positive
charges are present in the active site. Besides trying to
elicit the basic features of the catalytic effect in these
enzymes, we will also examine a few of the many general
propositions for the source of enzyme catalytic power
that have been put forward.

3.1 Glyoxalase I

GlxI catalyzes the formation of S-D-lactoylglutahione
from the nonenzymatically formed hemithioacetal of
methylglyoxal and reduced glutathione (Fig. 1). This is
the first of two enzymatic reactions in which toxic
methylglyoxal is converted to D-lactic acid [30]. Besides
a divalent metal cation, the enzyme thus requires a
glutathione molecule as a cofactor which spontaneously
reacts to form the actual hemithioacetal substrate. The
crystal structure of the human enzyme in complex with a
relevant (glutathione derivative) analogue of the expect-

Fig. 1. Mechanism of the
reaction catalyzed by glyoxa-
lase I (GlxI). GS denotes the
glutathione part of the
hemithioacetal substrate
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ed cis-enediol/enediolate intermediate has recently been
determined [31] and provides the starting point for our
simulations. Here, we only consider the first and rate-
limiting [30] reaction step, in which the C1 proton is
abstracted by the general base residue Glu172. In the
crystallographic structure both of the hemiacetal oxygen
atoms as well as Glu172 together with another gluta-
mate, a histidine and a glutamine residue are coordinat-
ed to the active-site metal (Fig. 2).

The energetics of the uncatalyzed reaction in water
corresponding to the first catalytic step in GlxI can
be quite accurately estimated from pKa values and the
experimental free-energy relationship between activation
barriers and the donor–acceptor pKa difference inRef. [8].
The values obtained are DGz

wat ¼ 22:1 kcal mol)1 for the
activation barrier and DG0

wat ¼ 12:8 kcal mol)1 for the
reaction free energy [11]. The EVB potential (Eqs. 2, 3) is
thus fitted to these data by simulations of the solution
reaction followed by iterative calculations of the free-
energy profile as described in Refs. [20, 21]. It should
be pointed out here that the resulting reaction surface
implicitly includes the quantum mechanical zero-point
energy (ZPE) and tunneling effects, since it is fitted to
experimental data, but that these effects are assumed
to be the same in the enzyme reaction as in water. This
approximation will be quantitatively examined later with
the use of path integral simulations.

After constructing the effective EVB potential by
calibration against the uncatalyzed reaction, the proton-
transfer process is simulated in the active site of human
GlxI (Fig. 2). These simulations were done with a
spherical system of radius 18 Å containing both protein
and explicit water molecules [29]. The calculated free-
energy profiles are shown in Fig. 3 for the reaction in
water and in the solvated enzyme, where three different
active site metal ions (Zn2+, Mg2+ and Ca2+) were
examined. The calculated free-energy barriers yield rate

constants of approximately 300–1,500 s)1, which is in
very good agreement with the observed rate of GlxI and
the relative insensitivity of this enzyme to the catalytic
metal species is also reproduced [11, 30].

In this case, it is evident that electrostatic stabilization
of the high-energy intermediate enolate ion is the main
source of catalysis. A detailed analysis of the interactions
with the substrate in the active site, compared to the
uncatalyzed reaction, shows that the metal is by far the
most important stabilizing factor. In the case ofMg2+, for
example, evaluation of its effect on the apparent pKa dif-
ference between Glu172 and the substrate shows that the
ion accounts for more than half of the relative stabiliza-
tion of the enolate. By artificially shifting the reaction free
energy of the uncatalyzed reaction in solution to the cal-
culated value in the enzyme, which is done by simply
varying Daij ¼ aðjÞ � aðiÞ, one can easily examine whether
theentirebarrier reduction is explained justbymodulation
of the relative pKas. This procedure amounts to the ad-
dition of a hypothetical negative constant energy term to
the enolate in solution, whichmimics the differential effect
of the enzyme interactions on the substrate and interme-
diate without changing the form of the diabatic free-en-
ergy functions in solution.The shift inDaij thus required in
order to make the solution reaction free energy coincide
with that in the enzyme is about 13 kcal mol)1, which, as
expected, agrees with the overall stabilization of the eno-
late in the enzyme. The result of such a calculation is
shown inFig. 4,where it canbe seen that about 70%of the
activation barrier reduction originates from stabilization
of the enolate intermediate. The remaining 3 kcal mol)1 is
not due to a lowering ofDG0, but is a pure transition-state
stabilization that is found to originate from the reduction
of the reorganization energy of the reaction [11]. This
phenomenon will be analyzed and discussed further later.

An issue that has received considerable attention in
recent years is the role of quantum mechanical effects in
enzyme catalysis, particularly hydrogen tunneling [32].
There are several promising routes for addressing such

Fig. 2. Average molecular dynamics (MD) structure of the enolate
species in the active site of GlxI with Mg2+ as a cofactor

Fig. 3. Calculated free-energy profiles for proton abstraction by a
glutamate in solution and in GlxI with Zn2+, Mg2+ and Ca2+

bound to the active site
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problems by computational approaches [12, 27]. The
path integral technique outlined earlier provides a very
useful strategy for exploring the effects of quantizing the
nuclear motion on, in principle, any analytical potential
energy surface. As already indicated, it is also of
importance to examine the common assumption in EVB
simulations that ZPE and tunneling contributions do
not change appreciably between solution and enzyme
reactions. This is, of course, particularly relevant for
proton- and hydride-transfer reactions which are likely
to have substantial tunneling contributions to the rates.

The results of comparing classical and path integral
EVB simulations of the rate-limiting proton abstraction
in GlxI and in solution are shown in Fig. 5. By cali-
bration of the uncatalyzed path integral free-energy
profile, which now has explicit ZPE and tunneling con-
tributions, against the experimental data in solution, the
magnitude of these effects can be estimated directly by
comparison with the classical profile obtained with the
same EVB parameterization (the reason why the path
integral simulations in solution require a new parame-
terization is that the quasiparticles are now ‘‘moving’’ on
the ZPE surface rather than on the classical one below it.
Furthermore, the change in ZPE and also tunneling
effects are largest in the barrier region, so the main
difference between the classical and path integral
parameterizations is in the Hij term). For the solution
reaction this yields an overall quantum effect corre-
sponding to a lowering of the effective free-energy
barrier of 2.5 kcal mol)1. The separation of ZPE and
tunneling contributions from this type of calculation is
not so straightforward (see later) but it is clear that the
main part of the barrier overestimation for the classical
case originates from the neglect of the ZPEs [26]. The
most important result from Fig. 5 is, however, that the
magnitude of the contributions from quantized motion

to the activation barrier is almost exactly the same in the
enzymic and the aqueous reaction. Thus, while ZPE and
tunneling effects significantly influence the rate of proton
transfer (by a factor of about 100) the effects are virtu-
ally identical in the enzyme and in water and the overall
contribution to catalysis is negligible. The same
conclusion has been reached for other enzyme systems as
well [33, 34].

It is also important to emphasize that the classical EVB
profile in the enzyme, obtained using the classical
parameterization of the solution reaction (as in Fig. 3), is
practically indistinguishable from the path integral free-
energy profile obtained with the corresponding path
integral calibration of the uncatalyzed reaction. This
clearly shows that idea of using an effective (classical) EVB
potential that implicitly incorporates quantum effects
on the reaction rate, through parameterization against
experimental data, works well. One may note that cali-
bration of the EVB surface against ab initio calculations
should, therefore, take these effects into account and the
same is true for QM/MM approaches [35].

Since the EVB simulations reproduce the observed
reaction rate of GlxI very well we were motivated to
examine also the primary H/D/T kinetic isotope effects
(KIEs) by path integral calculations. Experimental
measurements comparing methylglyoxal and perdeuter-
iomethylglyoxal as well as phenylglyoxal and a-dueter-
iophenylglyoxal substrates have shown that the primary
deuterium isotope effect on the catalytic rate is about 3

Fig. 4. Evaluation of the contribution from enolate stabilization to
the overall catalytic effect on the rate-limiting step in GlxI. By
‘‘artificially’’ shifting the relative pKas of donor and acceptor in the
uncatalyzed solution reaction (by varying Da), so that the reaction
free energy coincides with the result for the enzyme, the remaining
difference in the activation barrier that is not explained by
stabilization of the intermediate can be quantified

Fig. 5. Comparison of free-energy profiles from path integral and
classical EVB simulations of the rate-limiting step in GlxI. The path
integral results are denoted by diamonds (calibration: Da12 ¼ 6.6,
H12 ¼ 40.0 kcal mol)1, with Da uncorrected for intramolecular
nonbonded terms), while the classical simulations that implicitly
include quantum effects through the calibration are given by circles
(Da12 ¼ 5.6, H12 ¼ 44.3 kcal mol)1). The results of the classical
simulations are also shown (triangles) without accounting for zero-
point energy and tunneling effects, by utilizing the path integral
calibration (Da12 ¼ 6.6, H12 ¼ 40.0 kcal mol)1) of the uncatalyzed
reaction in water. The stability of the simulations was examined by
using either three or six quantized atoms as well as using 20 or 64
beads per atom. The overall quantum effects (on both DG�and DG0)
in water and in the enzyme obtained from the different protocols
differ by less than 0.2 kcal mol)1
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in the yeast enzyme [36]. A similar value was obtained
with methylglyoxal substrates for the human enzyme,
while phenylglyoxal in that case yielded a H/D KIE of
6.6 [37]. These data also strongly suggest that the initial
proton abstraction from the hemithioacetal substrate is
the rate-limiting step of the reaction. The results of path
integral simulations of H/D/T abstraction in the initial
reaction step of GlxI are shown in Fig. 6 and the KIEs
and summarized in Table 1. The calculated value of the
H/D KIE is 5.0 ± 1.3 for the enzyme reaction, which is
thus in good agreement with the experimental observa-
tions. It is also of interest to note that the simulations of
H/D/T abstraction from the hemiacetal in aqueous so-
lution (free-energy profiles not shown) yield a primary
H/D isotope effect of 3.6 ± 0.7, which coincides almost
perfectly with the observed value of 3.8 for the
hydroxide ion catalyzed methyl- versus perdeuteriom-
ethylglyoxal substrate reaction in water [36]. The
acetate-catalyzed reaction of acetone in water yields an
experimental H/D KIE of 3.76 and a H/T KIE of 8.3
[38] and we also note that these values are close to those
obtained from the present calculations.

Finally, in view of the recently proposed importance
of hydrogen tunneling in enzyme reactions [32], it is
interesting to evaluate the so-called Swain–Schaad
exponents [38], which have been used as indicators of
tunneling effects. In the semiclassical picture, where the
KIEs only originate from the differences in the ZPE

(assuming no shift in transition structures between iso-
topes), the ratio between the primary H/T and D/T KIEs
is predicted just from the masses to obey the relation
ln(H/T)/ln(D/T) ¼ 3.3. In particular, if this ratio is sig-
nificantly larger than 3.3 it would indicate that transfer
of the lighter proton has a substantial contribution from
tunneling. The values obtained for the Swain–Schaad
exponent using the data of Table 1 are 4.8 ± 1.0 in the
enzyme and 3.2 ± 0.3 and 3.4 for the solution and gas-
phase reactions, respectively. Since the exponent for the
water reaction is close to the semiclassical predicted
value and the D/T KIEs have similar values in the en-
zyme and in water, the larger value of the exponent in
the enzyme would seem to reflect enhanced H+ tunnel-
ing. Comparison of the H/D and H/T KIEs with the
solution reaction, however, suggests that the effect in
terms of apparent activation free energy is quite small
(0.2 kcal mol)1 or less) and is barely significant in view
of the convergence error bars of the calculations
(±0.2 kcal mol)1).

Taken together, the results clearly indicate that the
overall contribution of quantum mechanical effects to
the catalytic rate enhancement in GlxI, using the solu-
tion reaction as a reference, are insignificant compared
to the electrostatic stabilization of the enolate and the
reduction of the reorganization energy. The magnitude
of ZPE and tunneling contributions to the absolute rates
are, however, not negligible and amount to an effective
barrier reduction of about 2.5 kcal mol)1 both in the
enzyme and in water. The calculations also show that the
influence of zero-point vibrations is more important
than tunneling in this respect.

3.3 Triosephosphate isomerase

TIM reversibly catalyzes the interconversion between
dihydroacetone phosphate (DHAP) and glyceraldehyde
3-phosphate (Fig. 7) [1]. The catalytic base used for
proton transfer from and to the substrate C1 and C2
carbon atoms is Glu165. In the most commonly accepted
mechanism for TIM the residue His95, in its neutral
form, acts as a general acid/base [6]. It first protonates
the C2 enolate oxygen to generate an enediol and then
abstracts the proton from the C1 hydroxyl group to
regenerate an enolate protonated at the other oxygen,
compared to the substrate. This mechanism is supported
by a considerable amount of experimental data [1] and
the entire free-energy profile was calculated by MD/
FEP/EVB simulations and was found to reproduce the
observed rate constants [8]. There are a few other
suggestions for the reaction pathway in TIM, however.
One involves an intramolecular proton-transfer step
between the two substrate oxygens instead of proton
shuttling via His95 [7]. It was pointed out in Ref. [8] that
such a mechanism would inevitably seem to have a
transition state for proton transfer that is destabilized by
the NH dipole of His95, in apparent disagreement with
experimental studies on mutants of this residue [1].
Recent QM/MM calculations at a rather high level
of theory now seem to rule out the intramolecular
proton-transfer mechanism and indeed show a signifi-

Fig. 6. Free-energy profiles from path integral simulations in the
enzyme with the H, D and T isotopes denoted by diamonds, squares
and circles, respectively

Table 1 Calculated primary kinetic isotope effects (KIE) for the
proton-transfer reaction in glyoxalase I (GlxI), in aqueous solution
and in the gas phase [28]

KIE (H/D) KIE (H/T) KIE (D/T)

GlxI 5.0 ± 1.3 8.4 ± 2.8 1.6 ± 0.2
Water 3.6 ± 0.7 6.4 ± 1.4 1.8 ± 0.2
Gas-phase 6-31+G* 4.9 9.5 2.0
Gas-phase AM1 5.5 11.6 2.1
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cant destabilizing effect of His95 [39]. The only remain-
ing alternative to the classical ‘‘imidazolate’’ mechanism
is the so-called crisscross mechanism in which Glu165
effects all the proton transfers. Such a mechanism was
shown to result from mutation of His95, albeit with a
much reduced rate [1]. Recent experimental studies by
Harris et al. [40] gave no direct support for the crisscross
mechanism but could not rule it out completely. On the
other hand, it was shown that the imidazolate mecha-
nism must be operative, at least to some extent, owing to
the intramolecular transfer (via Glu165) of a tritium
label from C1 to C2 [40, 41]. The calculations of Cui and
Karplus [39] also essentially agree with this picture.

The rate-limiting chemical step in TIM is the initial
proton abstraction from the substrate [1], which is
analogous to the proton-transfer step in GlxI discussed
earlier. While simulations of the entire reaction profile in
TIM were reported in Ref. [8] we will limit our discus-
sion here to the initial step which reflects the general
problem in enzyme-catalyzed keto-enol isomerizations.
The calculated free-energy profiles for the proton ab-
straction from DHAP by a glutamate in aqueous solu-
tion and in the active site of TIM are shown in Fig. 8
(details of the calculations are given in Ref. [8]). These
simulations were redone here using the MD program Q
[29] with a larger simulation sphere (19 Å) and longer
trajectories to confirm the stability of the results and
no significant differences were found. It can be seen
from Fig. 8 that the free energy of the enolate form
is lowered by about 15 kcal mol)1 in the enzyme
and that the transition state is stabilized by around
13 kcal mol)1. The calculated activation free energy for
proton abstraction is approximately 12 kcal mol)1, in
good agreement with experimental kinetic studies [1].
The QM/MM minimization results of Bash et al. [6]
using semiempirical and Cui and Karplus [39] using
density functional theory approaches are also similar to
those of Fig. 8. The main difference regarding the initial
proton-transfer step is that the enolate is predicted
to about 5 kcal mol)1 less stable in the QM/MM
calculations of Ref. [39].

The EVB parameters used in the simulations of the
TIM reaction are given in Table 2. We note that
our calibrated value of the gas-phase free-energy shift,
Da ¼ 34.5 kcal mol)1, is very similar to the gas-phase
energy difference between the isolated groups in the
enolate and reactant states reported in Ref. [39] with a

Fig. 7. The ‘‘imidazolate’’ reaction
mechanism catalyzed by triosephosphate
isomerase (TIM). The initial step involves
abstraction of the C1 pro-R proton by
Glu165. Dihydroacetone phosphate
(DHAP) and glyceraldehyde 3-phosphate
(GAP)

Table 2 Parameters used in empirical valence bond (EVB) simula-
tions of the triosephosphate isomerase (TIM) reaction. The bond
dissociation energies are taken from Ref. [43]

Morse potential:UMorse ¼ De 1� exp �a b� b0ð Þ2
h in o

Bond De(kcal mol
)1) a (Å)2) b0 (Å)

C–H 98.8 1.88 1.09
C–C 83.1 2.19 1.53
C=C 146.9 1.85 1.39
C–O) 129.1 1.97 1.25
C(O)–OH 84.0 2.31 1.36
C–OH 84.0 2.18 1.43
C=O 174.1 1.86 1.23
O–H 110.8 1.84 1.00
EVB parameters
Da(kcal mol)1)a H12(kcal mol

)1)b

34.5 50.3

a The gas-phase energy shift was corrected by the (average)
intramolecular nonbonded energies of the isolated reacting frag-
ments, since the force field contains constant energy contributions
that are not related to the actual gas-phase energy difference
between the VB structures
b A constant off-diagonal element is used in here, while an
exponential function was employed in Ref. [8]

Fig. 8. Calculated free-energy profiles for the initial proton
transfer step in TIM (diamonds) and for the corresponding
uncatalyzed reaction in water (triangles)
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basic model excluding the phosphate group. There a
value of 32.9 kcal mol)1 was calculated at the B3LYP/
6-31+G(d,p) level, excluding thermal corrections (the
values are, in principle, comparable since the phosphate
group in our case is treated as part of the surrounding
and is not included in the gas-phase potential). Fur-
thermore, a calculation of the reaction free-energy
profile in the gas phase (not shown), using the EVB
potential calibrated in solution, yields a free-energy
barrier of 23.4 kcal mol)1 relative to the complex be-
tween the reacting groups with the resulting enolate ly-
ing about 1 kcal mol)1 lower than the highest point on
the profile (the phosphate group is again excluded from
the calculation). This result is also in reasonable agree-
ment with the corresponding potential energy difference
relative to the reactant complex (excluding thermal
corrections) of about 24 kcal mol)1 reported by Cui and
Karplus [39] for their basic model. The EVB model for
this reaction, although parameterized against solution
data, thus yields very similar gas-phase energetics for the
first reaction step compared to Ref. [39]. It thus seems
that the 5 kcal mol)1 difference in stability of the enolate
in the enzyme is rather related to differences in interac-
tions with the protein and solvent. In this context, it may
be worth noting that our nonbonded parameters for
charged groups were calibrated by FEP simulations
(including long-range electrostatics) against hydration
free energies [8, 24]. Regarding the calculations reported
in Ref. [39] it is also of interest that the predicted en-
dothermicity of the reaction step in a continuum solvent
was reported as 23.4 kcal mol)1, again excluding the
phosphate group. This value would imply a pKa of about
21.3 (using a pKa of 4.1 for the glutamic acid side chain).
This is two units higher than that observed for acetone
[13] in spite of the presence of the substrate hydroxyl
group, which is expected to yield a lower pKa than ac-
etone. Since the effect of the phosphate group is known
experimentally to cause an upwards pKa shift of 1 unit
[42], the pKa value for DHAP implied by the results in
Ref. [39] is significantly larger than the experimental
estimate of Richards [42] as well as our earlier theoretical
estimate [8] for DHAP.

The first question of interest regarding the enzyme-
catalyzed reaction is again how much of the activation
barrier reduction in the first step of TIM can be ex-
plained simply by stabilization of the (transient) inter-
mediate enolate anion. By the same procedure as in GlxI
we hypothetically shift the gas-phase free-energy differ-
ence between reactants and products of this step so that
the reaction free energy in solution coincides with that
calculated for the enzyme reaction. The result is shown
in Fig. 9, where it can be seen that this (hypothetical)
reaction profile in solution still has an excess barrier of
about 5 kcal mol)1 compared to the enzyme reaction.
Thus, out of the 14 kcal mol)1 transition-state stabili-
zation in the enzyme reaction, approximately 9 kcal mol)1

can be explained by enolate stabilization, while the
remaining 5 kcal mol)1, actually 34%, is again derived
from the reduction of reorganization free energy. The
reorganization energies can be calculated from the
diabatic free-energy surfaces as described elsewhere [8,
21] (see also later). The reduction in the reorganization

energy that we obtain for the first step in TIM is about
20 kcal mol)1, which, by the Marcus type of formula
[34], predicts a barrier reduction of DDG�Dk/4
¼ 5 kcal mol)1, in agreement with Fig. 9.
The second question of interest is how the main part

of the barrier reduction, i.e., that corresponding to sta-
bilization of the enolate, is achieved in TIM. Here, both
the QM/MM results of Bash et al. [6] and Cui and
Karplus [39] and the EVB simulations show that the
electrostatic interaction between Lys12 and the negative
enolate oxygen dominates the catalytic effect (Fig. 10).
Using the linear response approximation as for GlxI
(see also Ref. [44]), it is found that Lys12 stabilizes
the enolate species compared to the reactant by over
15 kcal mol)1. Both His95 and Asn10 also contribute to
the stabilization but to a much lesser extent than the
lysine. These results are in accord with experimental
measurements for mutants [41, 45]. It was also pointed
out in Ref, [8] that the crystallographically observed

Fig. 9. Evaluation of the contribution of enolate stabilization to
the catalytic effect in TIM. The procedure of shifting DG0

PT for the
uncatalyzed reaction is the same as in Fig. 4

Fig. 10. MD snapshot of the active site of TIM after proton
transfer from the substrate to Glu165
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water molecule that forms a hydrogen bond to the
carboxylate group of Glu165 plays a role in catalysis.
Åqvist and Fothergill further predicted that the reason
for the reduced activity of the S96P mutant would be
related to the displacement of that water molecule,
which was later indeed confirmed to be absent in the
crystal structure of the mutant [46]. This active-site wa-
ter can apparently interact with the ‘‘moving’’ negative
charge during the reaction [8]. Its effect on the initial
proton-abstraction step actually favors the reactant state
over the enolate by about 5 kcal mol)1 (estimated from
the linear response approximation) and a similar result
was reported in Ref. [39]. This might at first seem to be
an ‘‘anticatalytic’’ phenomenon; however, it should be
kept in mind that the TIM mechanism requires Glu165
to be unprotonated in the Michaelis complex, so just
raising the pKa of Glu165 by desolvation (e.g., removing
the water molecule) may not be a viable catalytic strat-
egy [46].

It has often been proposed that ground-state desta-
bilization by steric strain or desolvation may provide a
major contribution to the catalytic effect. In the case of
TIM, this type of proposal has been put forward by
Menger [47], who suggested that the binding energy of
the phosphate group could be used to destabilize the
ground state by forcing the substrate into a conforma-
tion characterized by unfavorable compressive and
desolvation forces. The effect of the active-site water
molecule discussed previously clearly contradicts the
desolvation hypothesis, which is always associated with
the problem that ionized groups tend to become neutral
upon desolvation [48]. In order to quantitatively exam-
ine the magnitude of strain effects on the first step
in TIM, we evaluated the average intramolecular sub-
strate energies in the enzyme and solution reactions.
These results are shown in Table 3, where it can be
seen that the calculated strain contribution to the
transition-state stabilization in the enzyme is only
DDEz

strain ¼ �0:3 kcal mol)1. This value is evidently very

small compared to the overall catalytic effect and we
therefore conclude that the strain hypothesis in this case
is not valid.

3.4 Ketosteroid isomerase

As our final example of enzyme-catalyzed proton
abstraction of the keto-enol isomerization type we con-
sider recent calculations on KSI (3-oxo–D5-steroid
isomerase), which is of particular interest since this
enzyme has no positively charged groups in its active
site. This enzyme is involved in microbial steroid
metabolism and catalyzes the isomerization of b, c-
unsaturated 3-oxosteroids to their conjugated isomers
via a dienolate intermediate at an almost diffusion-
controlled rate [49]. The reaction is a one-base two-step
proton transfer (Fig. 11), where the C4 proton is
abstracted from the D5-3-ketosteroid by Asp40 (Pseudo-
monas putida sequence numbering). The dienolate inter-
mediate is then reprotonated at C6 by the same residue
to form the D4-3-ketosteroid product. Besides the
general acid/base, two other polar groups, namely
Asp103 (pKa > 9 [49]) and Tyr16, are found in the
mostly hydrophobic active site and these two residues
are within hydrogen-bonding distance to the O3 oxygen
of the substrate [49, 50]. All three residues, Asp40,
Asp103 and Tyr16, have also been shown to be essential
for the catalytic activity [51, 52], where the latter two are
believed to be involved in stabilization of the developing
negative charge on O3 by hydrogen bonds [49]. The
existence of LBHBs, either between Tyr16 and O3 [53]
or between Asp103 and Tyr16 [54], has also been
proposed as an explanation for the high catalytic
efficiency of KSI.

The KSI reaction was modeled as a two-step proton
transfer using MD/FEP/EVB simulations as described
earlier. In this case, direct experimental information on
the kinetics of the acetate-catalyzed isomerization in
solution of 5-androstene-3,17-dione to the conjugate
isomer protonated at C4 [55] could be used for calibra-
tion of the EVB Hamiltonian. The corresponding bar-
riers to dienolate formation from substrate and product
are 19.6 and 26.0 kcal mol)1, respectively, after the
1M!55 M correction for bringing the donor and
acceptor into contact distance in water. The free energy
of the intermediate dienolate state lies 10.7 kcal mol)1

above the reactants.

Table 3 Calculated contribution (kcal mol)1) from intramolecular
substrate strain to the catalytic effect on the first reaction step in
TIM

E0
strain Ez

strain DEz
strain

TIM )985.9 )957.4 28.5
Water )987.1 )958.3 28.8

Fig. 11. Reaction mechanism of 3-
oxo–D5-steroid isomerase
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In order to be catalytically active Asp40 must be ionized
in the Michaelis complex of the reaction. The available
crystal structures of KSI in complex with relevant in-
hibitors [50, 56] do not, however, show any water mol-
ecules near Asp40, which raises the question of how the
pKa value of the catalytic base can be kept low enough
for it to be negatively charged. However, in these
structures Asp40 is, in fact, mutated to Asn, whereby the
negative charge is removed. Interestingly, inspection of
the crystal structures reveals that there is an empty
cavity adjacent to Asp40 which is of about the right size
for accommodating a water molecule (Fig. 12). Such a
water molecule would stabilize the negative charge of
Asp40 and can also engage in hydrogen bonding with
Tyr57. It turns out that MD simulations reproduce the
KSI structure in complex with a substrate both with and
without such a water molecule. On the other hand, the
results from FEP calculations show that introduction of
the active-site water stabilizes the negative charge of
Asp40 in the enzyme-substrate complex by about 5 pKa

units. While is it somewhat tricky to calculate the ab-
solute pKa value of Asp40, owing to uncertainties in
where the proton would be positioned in the neutral
form, our preliminary results indicate that the pKa of
Asp40 is significantly shifted upwards from its solution
value when no water molecule is present in the active
site. Note that the experimental pKa of this residue is 4.6
in the free enzyme and 4.7 in the Michaelis complex [57],
i.e., in both cases close to its unperturbed value. In view
of these considerations we decided to carry out the EVB
simulations of KSI both with and without the putative
water molecule present.

The results of these calculations are shown in Fig. 13
together with the experimental free-energy profile for the
Pseudomonas testosteronii enzyme [58] and that of the

calibrated solution reaction. It appears that the thermo-
dynamics of the entire reaction is best reproduced with
the water molecule occupying the active-site cavity. In
fact, these calculations are in almost perfect agreement
with the experimental data, the only difference being that
the reprotonation step has a barrier that is too high by
about 3 kcal mol)1. The EVB simulations without any
water molecule in the internal cavity yield a free-energy
profile that is also in reasonable agreement with the ex-
periments. The profile in this case is mainly characterized
by an overstabilization of the dienolate intermediate by
about 3 kcal mol)1 compared to the experimental value
and the flanking activation barriers are accordingly also
somewhat underestimated. This result is basically in
agreement with our predictions regarding the effect of the
active-site water on the pKa of Asp40. Note, however,
that the water molecule also has a stabilizing effect on the
negative charge on the dienolate, so it is the relative pKa

difference between Asp40 and the substrate which is
shifted by 2 units in favor of the protonated aspartic acid
when the molecule is not present. This is thus best
characterized as a ground-state desolvation effect and it
seems questionable whether Asp40 really would be ion-
ized in the Michaelis complex in this case. Furthermore,
the good agreement between the calculated and the ob-
served equilibrium constants for the case with the active-
site water molecule present speaks in its favor together
with fact that empty cavities adjacent to carboxylate
groups in proteins are most unusual.

In any case, it is clear that the enzyme lowers the free-
energy barrier of the initial proton abstraction by
around 10 kcal mol)1 and also stabilizes the dienolate
by a similar amount. By performing the same analysis as
described earlier for GlxI and TIM we find that the re-
duction of the activation barrier in KSI has a contri-
bution of about 60% from stabilization of the dienolate
intermediate and the remaining 40% is from the
reduction of the reorganization energy (these relative

Fig. 12. Snapshot from MD simulations of the ketosteroid
isomerase (KSI) reaction in the intermediate enolate state after
proton transfer to Asp40. Superimposed on the MD structure
(yellow) is the crystallographic complex [56] of the Asp40Asn
mutant of the Pseudomonas putida enzyme with substrate (green).
Part of the outer molecular surface together with the internal cavity
for the experimental structure is also shown

Fig. 13. Calculated free-energy profiles for the catalytic reaction in
KSI, both with (diamonds) and without (crosses) the internal water
molecule present, and for the uncatalyzed reaction in water
(squares). Experimental results for the Pseudomonas testosteronii
enzyme are shown as solid lines [58]
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contributions are interestingly the same with and with-
out the active-site water). The calculated diabatic (di-
agonal) free-energy curves for the proton abstraction
step in enzyme and in solution are shown in Fig. 14,
which directly demonstrates the reorganization energy
reduction effect, Dk  20 kcal mol)1. With the calcu-
lated reorganization energies from Fig. 14 one can also
examine the validity of the Marcus type of formula
modified for abdiabatic reactions [34]:

DGz  DG0 þ k
� �2

=4k � �HH12 X z� �
þ �HH2

12 X0ð Þ= DG0 þ k
� �

:

ð8Þ
Insertion of the relevant quantities (DG0, k and the

H12s) into this equation, in fact, predicts the activation
free energies of Fig. 13 quite accurately. For another
recent discussion of such free-energy relations see
Ref. [59]. The calculation of diabatic free-energy sur-
faces in the context of QM/MM simulations has also
recently been addressed by Mo and Gao [60], who pre-
sent an interesting method for combining molecular
orbital calculations with a VB framework by using a
block-localized wave function approach.

The simulations of the KSI reaction confirm the hy-
pothesis that the major catalytic factor is hydrogen
bonding to the negative dienolate oxygen by Asp103 and
Tyr16. Furthermore, the results support the hydrogen-
bonding pattern favored by Pollack et al. [49] where
these two residues simultaneously donate hydrogen
bonds to the substrate, in both transition states as well
as in the dienolate intermediate (Fig. 12). Analysis of
the energetics using the linear-response approximation
yields an overall contribution of about 9 kcal mol)1 to
the stabilization of the dienolate from Tyr16 and
Asp103, which are the most important residues in this
respect. These results are in accord with experimental
studies of Tyr16 and Asp103 mutants [61].

Since LBHBs have been proposed as a possible cata-
lytic factor in KSI we also addressed the energetics as-
sociated with hydrogen bonding between Tyr16 and the
substrate using EVB simulations. Both tyrosine and the
enol form of the substrate have pKa values of 10.0 in
solution [55], which might suggest that the two groups
could form an LBHB in the intermediate state or at
the flanking transition states, since pKa-matching of the
proton donor and acceptor groups is considered a pre-
requisite for such interactions [4, 5]. The results of MD/
FEP/EVB calculations of the proton-transfer profile be-
tween the tyrosine and the dienolate form of the substrate
in water, in KSI and in the gas-phase are shown in
Fig. 15. The solution reaction was calibrated as usual
against experimental data, where the effective barrier
(including tunnellng and ZPE effects) is predicted to be
about 4.5 kcal mol)1 from accurate free-energy rela-
tionships [62]. The gas-phase proton-transfer profile re-
sulting from this model shows, as expected, a reduced
barrier that is now about 2.5 kcal mol)1 and a slight
endothermicity of about 1.3 kcal mol)1 for transfer of
the proton to the dienolate acceptor. The strength of the
hydrogen bond in a vacuum is about )18 kcal mol)1 with
a donor–acceptor (O–O) distance of 2.49 Å and a mixing
coefficient corresponding to approximately 16% covalent
bonding to the acceptor (i.e., the second resonance form
of Eq. 1). In water the hydrogen bond has a donor–ac-
ceptor distance of 2.8 Å and only 6% mixing of the sec-
ond resonance form. Thus, even without any specific
parameterization of this model against gas-phase data the
EVB Hamiltonian reproduces the main characteristics of
a strong gas-phase hydrogen bond, or LBHB, through
calibration against solution experiments. Of course,
it would be possible to fit an EVB surface directly to
experimental gas-phase data or ab initio calculations on a
relevant hydrogen-bonded complex in a vacuum, but for
our present purposes this is not necessary.

Fig. 14. Calculated diabatic (diagonal) free-energy functions for
the initial proton-transfer step in KSI (squares) and for the
uncatalyzed reaction in water (circles). The product curves have
been shifted so that the reorganization energies are directly given by
the energy gaps at the reactant minima

Fig. 15. Calculated free-energy profiles for proton transfer be-
tween tyrosine (Tyr16 in KSI) and the substrate dienolate in
aqueous solution (circles), in the gas-phase (diamonds) and in the
active site of KSI with (squares) and without (triangles) the internal
water molecule present
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Having verified that the tyrosine–dienolate hydrogen
bond has the required properties both in solution and in
a vacuum the effect of the enzyme environment on this
interaction can be examined. The calculated proton-
transfer free-energy profiles between Tyr16 and the
enolate oxygen both with and without the extra water
molecule in the active site of KSI are shown in Fig. 15. It
can be seen that localization of the proton on Tyr16 is
clearly favored in the enzyme and that the barriers to
proton transfer are predicted to be higher than in the gas
phase. For the enzyme profile that includes the active-
site water molecule, we observe an endothermicity that is
in excellent agreement with the reported pKa shift of
1.6 pKa units ¼ 2.2 kcal mol)1 for Tyr16 in KSI (this
pKa has been reported as 11.6 [53]). The anionic hy-
drogen bond is, however, strengthened in the enzyme
compared to aqueous solution, with the donor–acceptor
distance being 2.6 Å and 12% mixing with the covalent
donor–hydrogen resonance form. Experimentally, this
hydrogen bond appears to be worth approximately
5 kcal mol)1 for catalysis [61]. While this is clearly both
a short and a strong ionic hydrogen bond there seems to
be nothing particularly ‘‘magic’’ about it. Like all strong
hydrogen bonds, it has a significant degree of covalent
character [16, 63, 64] but its strength derives mainly from
electrostatic attraction [65]. Furthermore, we note that
the pKas in the enzyme are not perfectly matched, that
the preferred location of the proton is on Tyr16 and not
on the dienol(-ate) and that the catalytic contribution
from the hydrogen bond is far from the 20 kcal mol)1

hypothesized for LBHBs. Thus, by these standards it
cannot be considered to be an LBHB, according to the
original definition of the concept [4].

A few ab initio studies of model systems related to the
KSI reaction have also been reported recently [66, 67].
The strategy followed in these works is to carry out fairly
high level calculations on simplified systems typically
encompassing a model of the substrate and 2–4 of the
catalytic groups in the enzyme. Although polarization
effects of a surrounding dielectric medium were treated
in Refs. [66, 67] this was in both cases done only through
single-point calculations on geometries optimized in a
vacuum, which necessarily renders more gas-phase-like
structures. The work of Kim et al. [66], which addressed
the reaction path of KSI, neither yielded the same rate-
limiting step as observed experimentally nor did it
reproduce the activation barriers. The results reported in
Refs. [66, 67] were considered to support the LBHB
mechanism in KSI, apparently mainly because short
hydrogen bonds (2.5–2.6 Å donor–acceptor distance)
were obtained. However, in both of the studies the
proton was clearly localized on one of the heavy atoms.
The study by Pan and McAllister [67] did not address
the reaction profile but only the relative stabilities of
different hydrogen-bonded complexes. In that case, the
most stable structure underwent essentially complete
proton transfer from phenol (Tyr16) to butadienolate
(substrate) and from formic acid (Asp103) to phenol.
This type of situation with three concerted proton
transfers involved in reaching the reaction intermediate
seems highly unlikely and disagrees both with the crys-
tallographic structures [50] and those from the present

simulations, where double hydrogen bonding (from
Asp103 and Tyr16) to the dienolate is observed. As
noted earlier, the pKa of Tyr16 is also shifted upwards
to 11.6 [53], which indeed suggests that it will remain
protonated.

4 Discussion

The high turnover rates of enzymes that catalyze proton
abstraction from carbon atoms adjacent to a carbonyl/
carboxylate group have been considered as a fundamen-
tal problem in enzymology, since these reactions are
usually very slow in solution. As briefly discussed in
the Introduction, a number of possible origins for the
efficient catalysis of such proton-transfer steps have been
proposed on the basis of interpretations of experimental
data [2, 3, 4, 5]. On the other hand, there have been
relatively few, if any, attempts to explain the general
principles of these reactions by comparative theoretical
calculations. This may seem somewhat surprising in view
of the recent advances in modeling enzyme reactions
with EVB and QM/MM methods that take into account
the reaction environment in a realistic manner. A
number of case studies of specific enzyme reactions of
the keto-enol isomerzation type have, however, been
reported that demonstrate the power of these techniques
for elucidating the details of catalysis [6, 7, 8, 9, 10, 11,
12, 28, 39]. In our opinion, to settle the issue of the origin
of catalysis in these enzymes it is not only useful but also
necessary to employ properly validated theoretical
approaches, since the detailed energetics can hardly be
dissected by experimental means.

Here we have discussed MD/FEP/EVB simulations
of three different enzymes catalyzing keto-enol like
isomerization steps. We find it very convincing that
the simulations essentially reproduce the available
experimental energetics for these enzymes, which clearly
demonstrates the power of the simulation approach. The
general principles that emerge from the calculations are
that two main factors are responsible for the catalytic
rate enhancement of these reactions: stabilization of the
negatively charged enolate species by electrostatic
interactions, including strong ionic hydrogen bonding;
and reduction of the reorganization energies associated
with the proton transfer by preoriented dipolar groups
of the active site (these two effects were also discussed
and demonstrated in Ref. [8]).

The electrostatic stabilization of the enolate form can
apparently be achieved in different ways. In GlxI the
divalent cation plays the main role, while in TIM it is a
positively charged lysine residue, but in both cases the
overall stabilization of the enolate is the same, about
15 kcal mol)1. On the other hand, in KSI the stabiliza-
tion is effected mainly by two strong hydrogen bonds,
those from Tyr16 and Asp103. The calculated (and ob-
served) lowering of the free energy of the intermediate
state is, however, somewhat smaller (10 kcal mol–1) in
KSI compared to the other two enzymes. While this may
possibly reflect a limit for what can be done by just two
hydrogen bonds, it is of course the activation barrier
that matters and the three enzymes end up with
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approximately the same rate constants. It may also be of
significance that in all three cases the free energy of the
enolate form is brought to just about the same level as
that of the reactant, i.e., with a DG0

PT close to zero. For
reactions with overall equilibrium constants close to
unity this makes sense from the viewpoint of evolu-
tionary optimization as was discussed early on by Albery
and Knowles [68].

The second important part of the catalytic effect is the
reduction of the reorganization energy accompanying
proton abstraction from the keto form of the substrate.
While this type of phenomenon had been hypothesized
by several authors [4, 65, 69], it is only through recent
EVB simulations that the existence of the effect has been
proven [8, 34, 70]. It may be noted that the reorganiza-
tion energy is less straightforward to quantify in mo-
lecular orbital QM/MM models since free-energy
surfaces that do not correspond to the ground state are
much more difficult to evaluate by such methods (see,
however, the recent study by Mo and Gao [60]). This
may be a reason for why the effect never seems to have
been uncovered in such QM/MM studies. The magni-
tude of the influence of the reduction of the reorgani-
zation energy on the activation barrier can be assessed
by calculating the diabatic free-energy surfaces and in-
serting the resulting reorganization-energy shift into the
Marcus equation. However, we find that the idea to
artifically shift the gas-phase free energy of the uncata-
lyzed solution reaction, so that DG0

PT becomes identical
in the hypothetical solution reaction and in the enzyme,
is a more accurate approach [8].

It is interesting and maybe of significance that the
portion of the overall transition-state stabilization due
to the reduction of the reorganization energy is 30%,
34% and 40% in GlxI, TIM and KSI, respectively. That
is, it seems possible, judging from these admittedly few
data points, that there is a correlation between the
magnitude of the reduction of the reorganization free
energy and the specific nature of electrostatic interac-
tions (including hydrogen bonds) between the substrate
and the active site.

Several other hypotheses invoked as explanations for
the high catalytic turnover rates of enzymes catalyzing
keto-enol isomerizations were also examined here. In
the case of GlxI, the influence of quantum mechanical
tunneling and zero-point motion was examined using the
path integral technique. While such effects are found to
make a substantial contribution to the absolute reaction
rates, corresponding to a lowering of the apparent free-
energy barrier of about 2.5 kcal mol)1 compared to the
classical case, they are virtually identical in the enzyme
and in solution. At least in GlxI, quantum effects are
thus not of importance for the catalytic power of the
enzyme. In the case of TIM, we evaluated the magnitude
of the substrate strain contribution to the activation
energy and found this to be very small. Such strain
effects have been proposed to be important in this
enzyme [47], but the present results provide evidence to
the contrary. It is also sometimes argued that ground-
state destabilization by desolvation of the catalytic
carboxylate base in enzymes such as TIM and KSI
would provide a catalytic advantage, since the pKas of

the base and substrate would become more closely
matched. There is, however, a trivial limitation to such a
catalytic strategy since the general base actually needs to
be deprotonated for catalysis.

The existence of LBHBs has also been suggested to be
of major importance for the class of enzymes that we are
dealing with [4, 5, 53, 54]. The experimental results in-
voked as evidence for this hypothesis are typically highly
deshielded proton NMR signals and short donor–ac-
ceptor distances observed in crystal structures. While the
interpretation of NMR spectra is a matter of some de-
bate, convincing evidence for the relevant protons being
delocalized between the donor and acceptor atoms seems
to be lacking [16]. Moreover, the predicted stabilization
of more than 20 kcal mol)1 allegedly provided by
LBHBs [4, 5] has never been observed experimentally in
enzymes. The present calculations show that in KSI the
preferred proton location in the hydrogen bond between
Tyr16 and the dienolate is on the tyrosine and that DpKa

between these groups is actually not zero in the enzyme.
QM/MM calculations on other enzymes of this category
have also reached the conclusion that LBHBs are not
of importance for catalysis of these reactions [9, 10]. A
consistent picture thus seems to emerge from calcula-
tions that take into account more than a few groups in
the gas phase or in a low-dielecric continuum.

The present MD/FEP/EVB computational model is
able to correctly predict a number of relevant features of
the reactions of GlxI, TIM and KSI studied: reaction
rate and equilibrium constants, effects of metal ion
substitutions and of amino acid mutations, KIEs, pKa

shifts of catalytic groups, etc. It is thus clear that com-
putational methods of this type (EVB or QM/MM),
where the entire system involved in catalysis is treated
in a realistic microscopic way, can provide invaluable
information about specific reaction mechanisms as well
as general principles of enzyme catalysis.
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